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INTRODUCTION

Operators of the first transatlantic
telegraph cable in 1858, and subse-
quent cables from the mid-1860s,
noticed that they had to transmit
Morse code dots and dashes very slow-
ly to be understood at the other end.1
This phenomenon, due to smearing
out of pulses by the capacitive effects
of very long cables, had been predicted
by William Thomson (more about him
below), and was one of the first
instances of the need for equalization
of digital signals. 

Digital communication by modulat-
ed serially transmitted pulses generally
requires equalization if the communica-
tions medium distorts and spreads the
pulses so that they interfere with one
another, causing intersymbol interfer-
ence (ISI). Such a channel is called a
dispersive, or frequency-selective, chan-
nel; its attenuation and delay character-
istics vary over the band of frequencies
spanned by the transmitted signal.
Equalization is the remedial signal pro-
cessing, employed at the receiver and/or
the transmitter, to suppress the ISI
impairment. 

A search for “equalization” in IEEE
Xplore results in over 11,000 publica-
tions. In this article, I attempt to give a
historical perspective on the main
research and development threads up
to 1980 — arguably the “golden age” of
equalizer research, with some mention
of their influence on developments
since then. Some of the material is col-
ored by my personal involvement in
equalization research. In portraying the
history of a field with so many facets
and contributors, the hardest task is
deciding what to leave out. I apologize
to those whose ideas and publications I
have omitted due to lack of space.
Detailed technical overviews of equal-
ization developments in this period are
found in the tutorial and overview

papers by Proakis and Miller [1] and
Qureshi [2], and in the textbooks of
Lucky, Salz, and Weldon [3], Proakis
[4], and Gitlin, Hayes and Weinstein
[5]. For reasons of brevity, most post-
1980 advances in equalizer theory and
algorithms have been omitted, with the
hope that these may be covered in a
later history paper. 

EARLY HISTORY OF
EQUALIZATION: 1860–1940

Probably the earliest need for equaliza-
tion for electrical signals was in the
1860s for submarine telegraph cables.
William Thomson, an Irish-born physi-
cist and engineer (later Lord Kelvin)
mathematically modeled the electrical
attenuation and dispersion inherent in
electrical transmission through long
cables, concluding that distributed
capacitance in the cables was responsi-
ble. Thomson recommended appropri-
ate cable composition and dimensions,
and invented, among other devices, a
novel “automatic curb sender” elec-
tromechanical transmitting device to
minimize the effects of cable disper-
sion. This device transmitted each origi-
nal pulse as two alternate polarity
current pulses, thus shortening the
effect of the cable’s response — a form
of line coding, related to what today we
call Manchester coding. Some subma-
rine cable systems also used signal shap-
ing — an early form of linear
transmitter equalization. 

The next major contributor to equal-
ization theory and practice was the
English electrical engineer, mathemati-
cian and physicist Oliver Heaviside. He
formulated and used Maxwell’s equa-
tions to develop transmission line theo-
ry, and from it, in 1887, deduced that
adding inductors at regular intervals
along a transmission cable would reduce
its attenuation and dispersion. This
amounted to a form of tuning that lin-
early equalized the cable. 

Heaviside’s theory of distributed
inductive equalization of cables was
followed up and patented by George
Campbell  of  AT&T and Michael
Pupin of Columbia University in 1900.
Deployed by the Bell  System and
other telephone companies starting in
the early 20th century, this technique
was called inductive loading. It made
possible long distance telephony and
relatively long telephone subscriber

loops. In the 1920s Campbell and oth-
ers at Bell Labs and elsewhere devel-
oped concepts for the synthesis of
linear filters from inductors, capaci-
tors and resistors. In particular O. J.
Zobel in 1928 and H. W. Bode in 1938
showed in Bell System Technical Jour-
nal papers how such linear lumped-
element filters could be designed and
adjusted to equalize for the l inear
amplitude and phase distortion in
telephone circuits. 

EQUALIZER OPTIMIZATION
CRITERIA

Our present understanding of the ISI
problem addressed by equalizers starts
with the mathematical representation of
a baseband pulse amplitude modulated
(PAM) data signal consisting of a serial
stream of transmitted or received data
symbols, 

(1)

where {dn} represent data symbols from
a finite alphabet, T is the time interval
between adjacent symbols, so 1/T is the
symbol rate, and h(t) represents a trans-
mitted or received pulse waveform. If
s(t) is observed at a receiver, dnh(t –
nT) represents the response of a data
symbol dn transmitted at time nT to the
combination of transmitter filter, chan-
nel, and receiver filter. If s(t) is sam-
pled at t = kT to try to recover the kth
data symbol dk, the ISI is represented
by the sum 

(2)

A linear equalizer may be part of
the receiver filter, the transmitter filter,
or both. These equations may also rep-
resent a baseband equivalent signal
before linear modulation or after
demodulation; in this case {dn} and
h(t) may be complex-valued, represent-
ing in-phase and quadrature-phase sig-
nal components. 

Harry Nyquist [6, 7] pointed out the
(in hindsight, obvious) criterion for the
ISI to be zero when s(t) is sampled at
the symbol rate 1/T. The criterion,
known as the Nyquist criterion for zero
ISI, expressed in the time domain, is
that the overall impulse response h(t)
satisfies
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n k

( ) ( ) ).= −
≠
∑

s t d h t nTn
n

( ) ( ),= −∑

HISTORY OF COMMUNICATIONS
EDITED BY STEVE WEINSTEIN

HISTORY OF EQUALIZATION 1860–1980
DAVID FALCONER, CARLETON UNIVERSITY (ddf@sce.carleton.ca)

1 The first message, from Queen Victoria to
President James Buchanan, took over 16 hours
to transmit. The 1858 cable worked for only a
few weeks before failing completely. The
September 2008 history paper in this magazine
by Jerry Hayes, the 2001 book History of Teleg-
raphy by K. Beauchamp, and ComSoc’s 2002
A Brief History of Communications detail the
emerging telecommunications technologies,
including means of equalization, in early cable
systems. 
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h(nT) = 0 for n ≠ 0. (3a)

The equivalent statement in the fre-
quency domain is

(3b)

where H(f), the Fourier transform of
h(t), is the overall frequency response.
From this criterion Nyquist concluded
that ISI-free baseband data transmis-
sion at symbol rates above twice the
channel bandwidth is impossible.2

The simplest conceptual version of
equalization is known as zero-forcing,
where the filtering satisfies Eq. 3. At
frequencies for which the channel
response dips toward zero, the noise
spectrum is amplified by the equalizer.
This so-called noise enhancement prob-
lem can lead to high error rates on high-
ly frequency-selective channels for
detectors which have been optimized
for white noise. Minimization of the
mean squared error (MSE), consisting
of ISI and noise at the equalizer’s out-
put, is an alternative to the zero-forcing
criterion, and partially addresses the
noise enhancement problem. 

Donald Tufts, of Harvard Universi-
ty, provided the analytical framework
for optimum zero-forcing and mini-
mum MSE equalization for a channel
with additive white noise and a given
frequency response [8]. That paper
and others also considered splitting
linear equalization between transmit-
ter and receiver, and found expres-
sions for the jointly optimum
frequency responses. These theoreti-
cal results showed that an optimum
linear equalizer can be realized as
cascade of a f i l ter matched to the
received pulse, followed by a symbol
rate sampler and a transversal filter,
with taps spaced at symbol intervals.
The sampled output of such a
transversal equalizer with N taps, with
input samples {y(nT)} and coefficients
{cn}, can be represented as 

(4)

Typically, the number of tap coeffi-
cients should be on the same order as,
or exceed, the number of sampling
intervals spanned by the overall channel
impulse response.

While the 1960s theoretical papers
were yielding useful insights into equal-
izers’ optimized capabilities and perfor-
mance, data rates for voiceband
telephone services and certain military
digital radio systems were being pushed
toward channel bandwidth limits, to the
point where ISI was starting to limit

performance. Practical equalizer real-
izations were necessary, as well as the
ability to adapt equalizers to channel
responses. 

AUTOMATIC AND
ADAPTIVE EQUALIZATION

For precise equalization of initially
unknown channel responses, the tap
coefficients of transversal filter equal-
izers must be adjusted to their opti-
mum values by means of an initial
training procedure and/or during actu-
al data transmission. Optimum tap
coefficients can be computed from a
channel response that is estimated
during training, or equalizer coeffi-
cients can be obtained directly in an
iterative fashion, using known training
symbols as references. For early adap-
tive equalizers the iterative approach
was favored, whereby each tap coeffi-
cient, cn was then incremented by an
amount depending on the measured
response: 

cn
(k) = cn

(k–1) + increment at the kth iter-
ation for the nth tap. (5)

In 1963 Bob Lucky at Bell Labs
devised an iterative “steepest descent”
technique to adapt or “train” the tap
coefficients of a transversal filter
equalizer to minimize the peak ISI for
any given channel before the start of
actual data transmission. At the kth
iteration Lucky’s “automatic equalizer”
[9] used the response of the combined
channel and equalizer, measured by
the response to a transmitted training
pulse. The increment to any tap coeffi-
cient at each iteration was proportion-
al to the opposite sign of the
corresponding estimated response sam-
ple. This simple iterative algorithm is
equivalent to a gradient descent algo-
rithm for minimizing the peak value of
ISI. Within the limitations of finite
transversal equalizer length, it is an
implementation of the zero-forcing cri-
terion. Figure 1, from Lucky’s 1966
paper [10], shows the structure of a
transversal equalizer, and illustrates
the equalizer’s effect on a pulse
received from a channel. 

Lucky and his colleagues at Bell
Labs implemented this automatic equal-
izer using digital logic and hundreds of
relays to control 13 adjustable tap coef-
ficients implemented as ladder attenua-
tion networks. Bob Lucky describes in
A Brief History of Communications how
one could follow the progress of the
equalizer’s self-adjustment by the sound
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Figure 1. Transversal filter equalizer, with an example of a pulse shaped to satisfy the
Nyquist criterion for zero ISI. The primes on the summations mean that the terms with
zero index are omitted. (Reproduced from [10]).

2 It has since been realized that some practical
transmission media, such as unfiltered cables or
wire pairs, do not have well defined bandwidths,
so symbol rate upper limits are correspondingly
ill defined. 
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of the relays clicking frantically until
the minimum was reached, at which
point only sporadic clicks were heard. I
had a summer job at Bell Labs in 1964,
and remember seeing this prototype
automatic equalizer clicking away in a
refrigerator-sized cabinet. 

Seeking ways to adjust the equal-
izer during actual data transmission,
Lucky devised an “adaptive equaliz-
er” iterative algorithm, which used
the estimated data symbols {d̂n} and
differences between them and the
equalizer’s outputs to determine the
required tap coefficient decrements
[10]. 

These iterative algorithms attempt-
ed to converge to a set of equalizer
tap coefficients that minimized the
peak ISI, without taking noise into
account; they were in effect zero-forc-
ing equalizers. Most present-day adap-
tive equalizers are based on the MSE
criterion: minimizing the expectation
or the average over time of the square
of the error (z(nT) – dn) at the equal-
izer’s output, which includes noise.
This provides a means of limiting the

noise enhancement problem to some
extent. One of the simplest and most
popular algorithms for doing this is
the least mean square (LMS) algorithm,
which was introduced in 1960 by
Bernard Widrow and Marcian Hoff at
Stanford University in a paper on
adaptive switching circuits [11]. David
Coll at the Defence Research Tele-
communications Establishment and
Donald George at Carleton University
in 1965 [12] proposed maximization of
the equalizer’s output signal-to-noise
ratio, where “noise” includes residual
ISI. They, and also Lucky and his col-
league Harry Rudin, applied the LMS
algorithm in implementing this adap-
tive equalizer in hardware. The incre-
ment to the set of equalizer tap
coefficients in the LMS iteration is
proportional to the negative gradient
of the squared error at time n ,
expressed as –(z(nT) – d̂n) x((n – k)T)
where {d̂n} are pseudorandom training
symbols during start-up, or receiver
decisions during data transmission, and
{x(nT)} and {z(nT)} are equalizer
input and output samples, respectively.

1960S AND 1970S:
DEVELOPMENT OF

EQUALIZATION TECHNIQUES
FOR VOICEBAND

TELEPHONE CHANNELS

These equalizer adaptation developments
came at a crucial period for the nascent
data communications industry. At the
time, the primary commercial telecom-
munications system was the voiceband
telephone network. Information technol-
ogy applications requiring data sharing
among remote locations were rapidly
expanding. The 1968 Carterfone decision
by the U.S. Federal Communications
Commission opened the door toward
unrestricted access to this network with
customer-owned equipment. There was
increasing demand for higher data rates
and improved reliability. 

Between a pair of customer terminals
or modems, a voiceband telephone chan-
nel appears as a nominal passband filter
spanning frequencies from a few hundred
Hertz to a little over 3 kHz. Amplifica-
tion used in telephone network facilities
generally ensures a high signal-to-noise
ratio at the receiving end — typically on
the order of 20 dB or more. The signal
may pass through several stages of chan-
nel banks with filtering, analog or digital
pulse code modulation (PCM) transmis-
sion, multiplexing, and demodulation in
each stage. Until the 1980s, the filters
were mainly analog, and varied consider-
ably due to aging, temperature variations,
etc., leading to unpredictability in the
channel frequency response. Other
impairments such as nonlinearities, phase
jitter, frequency offset and impulse noise
were also present, along with the usual
receiver thermal noise. The bandwidth
and noise characteristics of long distance
voiceband telephone channels limit voice-
band modems to no more than several
tens of kilobits per second data rates.
Their relatively sophisticated and neces-
sary modulation, coding, adaptive equal-
ization, synchronization, and filtering
operations fitted well with the emerging
digital signal processing capabilities of the
1960–1980 period. It is not surprising that
many advances in communication theory
and communication signal processing
were spurred by the expanding and com-
petitive voiceband modem arena at that
time. 

I had the privilege of joining the Data
Theory group at Bell Labs, under Bob
Lucky and Jack Salz, at the end of 1967;
many theoretical and practical equalization
developments originated from this group,
which worked closely with modem devel-
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opers as well as with other researchers at
Bell Labs. At the same time, other notable
contributors to equalizer and modem
development were at companies like Codex
Corporation, IBM, Intertel, and NEC, as
well as at many universities. 

Voiceband modems with data rates
of 4.8 kb/s and 9.6 kb/s, equipped with
adaptive equalizers, started to appear in
the late 1960s. Early high-speed
modems tended to use vestigial side-
band modulation (VSB) or single side-
band modulation (SSB), and baseband
adaptive equalizers of one of the types
just described. In the 1970s high-speed
modems based on quadrature ampli-
tude modulation (QAM) or combined
amplitude and phase modulation (AM-
PM) prevailed due to their greater
robustness to phase, frequency, and
synchronization impairments.3 Such sig-
nals can be represented conveniently by
complex-valued waveforms, and the
corresponding equalizer tap coefficients
can also be considered complex-valued.
The same expressions (now with com-
plex variables) for the Nyquist criterion
and equalizers apply, and H(f), which
appears in the frequency domain
Nyquist criterion, is now a bandpass
frequency response, centered at some
frequency other than zero. 

Rich Gitlin, Ed Ho, and Jim Mazo at
Bell Labs pointed out that linear equal-
ization could be done on bandpass mod-
ulated signals, introducing the concept
of an adaptive “passband” equalizer for

AM-PM or QAM signals [13]. Follow-
ing work on decision-directed phase
estimation and adaptive equalization by
Hisashi Kobayashi [14], a March 1976
BSTJ paper by me, on the combination
of decision-directed adaptive bandpass
equalization and carrier recovery,
showed an advantage of carrier recovery
for demodulation after passband equal-
ization. This approach has been fol-
lowed in many high-speed voiceband
modems to minimize delay in estimating
and removing the effects of phase jitter. 

If the equalizer’s input sampling rate
is greater than the symbol rate (and the
tap delays are correspondingly less than
the symbol interval), the equalizer is
termed fractionally spaced, and has bet-
ter control over the overall frequency
response. Fractional spacing was pro-
posed by Bob Lucky in a 1969 Allerton
Conference paper. The performance
benefits, including reduced sensitivity to
timing phase error and more efficient
use of a fixed number of tap coeffi-
cients, were quantified independently in
papers by Loïc Guidoux of Télécommu-
nications Radioélectriques et Télé-
phoniques (TRT) and Gottfried
Ungerboeck of IBM, and a patent by
Shahid Qureshi and G. David Forney
Jr. of Codex. Codex claimed the first
commercial fractionally spaced equaliz-
er. Subsequently, fractionally spaced
equalizers became widely used. 

NONLINEAR EQUALIZATION
TECHNIQUES FOR HIGHLY
DISPERSIVE CHANNELS

For digital transmission on channels
with deep frequency response “valleys,”
linear equalizers yield poor perfor-
mance due to the noise enhancement
problem. Radio channels and long

cables and twisted copper pairs are
examples of such channels. Alternatives
to linear equalization then become of
interest in dealing with the ISI problem
on such channels. Decision feedback
equalization (DFE) is such an alterna-
tive. A landmark paper on the theoreti-
cal capabilities of DFE by Robert Price
of Sperry Rand Research Center in
1972 recounted the long history of DFE
up to that point [15], starting with a
1919 patent assigned to Robert Mathes
of Western Electric. A DFE has an
additional feedback transversal filter
that subtracts the effects of previous
received symbol decisions. In this way,
ISI from already detected symbols is
eliminated. Adaptation of the forward
and feedback filters of DFEs follow the
same pattern as for linear equalizers.
The structure of a DFE, from [16], is
shown in Fig. 2. 

DFEs largely avoid the noise
enhancement problem, but present
another potential problem associated
with feeding back filtered incorrect
detector decisions; errors caused by
noise may then propagate, causing fur-
ther errors. Thus, DFEs are viewed
with some caution by many system
designers. One approach to avoid the
error propagation problem is to put the
symbol feedback at the transmitter,
where errors are impossible. This
approach was proposed by Tomlinson
[17] and by Harashima and Miyakawa
[18]. The so-called Tomlinson-
Harashima precoding uses the feedback
filter tap coefficients in an inverse filter
configuration at the transmitter, togeth-
er with a modulo-N adder, where N is
such that the range of data symbol
amplitudes is within ±N/2. In papers
published in the 1990s, Vedat Eyuboglu
and Dave Forney of Codex showed that
if channel knowledge is available at the
transmitter, Tomlinson-Harashima pre-
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Figure 2. Decision feedback equalizer. (Reproduced from [16].)

3 QAM here refers to amplitude modulation of
in-phase and quadrature carriers independently,
thus creating a two-dimensional signal constel-
lation on a rectangular grid. AM-PM creates a
two-dimensional constellation without restric-
tion to a rectangular grid. Design of the signal
constellation depends on factors such as robust-
ness to noise and phase jitter. 
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coding combined with trellis coding is
close to an optimum equalization/cod-
ing method for dispersive channels.
Precoding approaches are used in high-
speed voiceband modem standards such
as International Consultative Commit-
tee for Telephone and Telegraph
(CCITT) V.34 and also in 10 Gb/s
10GBASE-T Ethernet twisted pair
transmission. 

In 1971–1972 G. Dave Forney
derived a receiver that outputs the
sequence of transmitted data symbols
which, with maximum likelihood, were
received together with additive white
Gaussian noise from a dispersive linear
channel. Such a receiver offers close to
the minimum error probability. His
paper [19] showed that such a maxi-
mum likelihood sequence estimation
(MLSE) consists of a so-called whitened
matched filter (WMF),4 followed by a
recursive nonlinear processor called a
Viterbi algorithm. The Viterbi algo-
rithm, which in this case operated on
the output of the WMF and made use
of knowledge of the overall response,
had been invented by Andrew Viterbi
in the mid-1960s as a maximum likeli-
hood decoder for convolutional codes.
As recounted in his comments in this
magazine to a March 2009 history paper
on partial response by Kobayashi, For-
ney had started to think about applying
the Viterbi algorithm to partial
response signals5 in the mid-1960s,
which led eventually to his 1972 paper.
An equivalent version of the MLSE
receiver, using a matched filter at the
receiver input, was developed by Got-
tfried Ungerboeck of IBM Research
[20]. The first known commercial appli-
cation of MLSE was in a Codex partial
response single sideband 9.6 kb/s voice-
band modem introduced in 1969. 

While MLSE receivers provide close
to optimum performance on highly dis-
persive channels, they have a complexi-
ty drawback. If the overall channel
impulse response spans N data symbols,
the number of Viterbi algorithm arith-
metic operations per symbol increases
exponentially with N. Where N is mod-
erate, such as in Global System for

Mobile Communications (GSM)6 and
other time-division multiple access
(TDMA) second-generation digital cel-
lular systems, MLSE is practical. How-
ever for systems with long channel
impulse responses, pragmatic approach-
es to reducing the Viterbi algorithm’s
complexity include drastically limiting
the number of channel states it could
consider at any time, and replacing the
WMF with an adaptive filter that com-
bines with the channel response to pro-
duce a very short overall impulse
response. The latter approach is used in
magnetic recording systems. 

The complexity and error propaga-
tion issues of MLSE and DFE, respec-
tively, motivated searches for other
nonlinear equalization techniques that
would be effective for mitigating ISI on
highly dispersive channels. Alan Gersho
and Tong Lim at Bell Labs considered
a scheme in which preliminary decisions
from an equalizer are used to cancel all
ISI at the output of a matched filter
[21]. In recent years this idea has been
extended to systems using symbol inter-
leaving and error correcting codes, by
taking into account the estimated relia-
bility of each symbol decision emerging
from a decoder and operating in an
iterative fashion. At each iteration, the
decoder and the equalizer/canceller
exchange information about the “likeli-
hoods” (essentially the reliability) of
their respective outputs. This results in
what is today called turbo equalization. 

EQUALIZATION OF
NONLINEAR CHANNELS

Voiceband telephone channels, espe-
cially in the analog transmission era up
to the 1980s, had nonlinearities due to
things like misadjusted companders,
which, in combination with channel
bank filters, could cause a certain
amount of nonlinear ISI. This was a
limiting impairment for data rates at
and above 9600 b/s, and could not be
countered by linear equalizers, DFEs,
or MLSE. Nonlinear ISI could be mod-
eled as a Volterra expansion, involving
powers and cross-products of adjacent
data symbols, as well as linear terms. A
1971 patent by T. Arbuckle proposed
an equalizer with such nonlinear opera-
tions operating on baseband sampled
received waveforms. A BSTJ paper by

me in September 1978 extended this
approach to adaptive equalization miti-
gation of nonlinear ISI in quadrature
modulated systems with DFE. The
equalization and adaptation complexity
was formidable. Fortunately, the non-
linearity problem for voiceband tele-
phone channels tended to disappear
with the replacement of old channel
banks in the network. Recently, some
of the nonlinearity cancellation
approaches have been proposed for the
problem of power amplifier nonlineari-
ties in digital wireless systems. 

FAST ADAPTATION
ALGORITHMS

A requirement that arose for some
always connected modems, operating in
a polling mode on private voiceband
lines, is fast startup — the ability of the
equalizer to adapt to the channel within
a few symbol intervals, in order to mini-
mize overhead for transmission of short
messages or packets. A related require-
ment exists for equalizers in some digi-
tal radio systems — to adapt quickly to
rapid changes in the channel response.
The LMS and earlier adaptation algo-
rithms typically require a number of
symbol intervals to converge that is on
the order of 10 or more times the num-
ber of equalizer taps [22, 23]. Their
convergence time is also prolonged for
highly dispersive channels. A solution
to this problem was offered by
Dominique Godard, in the form of an
equalizer adaptation algorithm based
on Kalman filtering [24]. It was soon
realized that this is equivalent to a
recursive least squares (RLS) algo-
rithm, which iteratively minimizes the
time-average of the square of the error
between the equalizer output and the
desired output (e.g., a known training
symbol or a receiver decision). The
adapting tap coefficients at each itera-
tion exactly minimize the sum of squared
errors up to that iteration. This is in
contrast to the LMS algorithm, which
only aims to minimize the squared error
averaged over many data symbols. 

The RLS algorithm typically requires
a number of training symbols equal to
about twice the number of equalizer
taps, to achieve convergence, indepen-
dent of the nature of the channel fre-
quency response. A downside is its
complexity: the RLS algorithm is based
on matrix computations and the num-
ber of arithmetic operations per itera-
tion is proportional to the square of the
number of taps (the LMS algorithm’s
complexity is linear in the number of
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4 The WMF was implementable as the forward
filter of an adaptive decision feedback equaliz-
er, and the overall response used by the Viterbi
algorithm was the response of the feedback filter
of the DFE [19]. 

5 Partial response is a form of fixed transmitter
filtering that produces a compact transmitted
spectrum at the expense of additional ISI that
must be equalized.

6 With a GSM symbol rate of 270 kHz and
radio channel impulse response durations typi-
cally less than 10 to 20 μs, N is on the order of
2 to 5.
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taps). For large numbers of taps, this
significantly affects the modem com-
plexity and power consumption. 

In 1976 Lennart Ljung became Pro-
fessor of Automatic Control at
Linköping University in Sweden, arriv-
ing from Stanford University, where he
had worked with Tom Kailath and Mar-
tin Morf on low-complexity recursive
algorithms for mean square regression
and estimation problems. At the same
time I spent a year as visiting professor
at Linköping, and worked with him and
Martin Morf to apply that work to
develop a so-called fast Kalman or fast
RLS algorithm for the adaptation of
decision feedback equalizers [25, 26].
Its complexity, while greater than that
of the LMS algorithm, increases only
linearly with the number of equalizer
tap coefficients. It is simply the RLS
algorithm done with more efficient
arithmetic processing, by exploiting cer-
tain properties of the matrices used in
the regular RLS algorithm. There fol-
lowed a flurry of research results in the
1980s on fast adaptation algorithms for
transversal and lattice-structured equal-
izers and other adaptive systems. One
of the main problems addressed in that
later work by John Cioffi, Thomas
Kailath, Dirk Slock at Stanford Univer-
sity, and others, was numerical stability
of fast RLS algorithms, related to their
digital implementation with finite word
lengths. Fuyun Ling and John Proakis
of Northeastern University published
corresponding work for lattice-struc-
tured equalizers in the 1980s. Numeri-
cal precision problems persist if RLS
and related fast-adapting algorithms
run without stopping, on uninterrupted
streams of data. Fortunately, most data
traffic is in packets or frames, giving
opportunities to re-start and refresh
adaptation algorithms frequently. 

Another practical approach to fast
equalizer initial convergence was cyclic
equalization, developed independently
in a 1973 patent by G. David Forney,
Jr. at Codex and by Kurt Mueller and
David Spaulding at Bell Labs in a June
1974 paper at the International Confer-
ence on Communications. The idea is
to transmit a periodic training sequence,
whose period is equal to the number of
equalizer taps. There are several bene-
fits:
• The periodicity gives somewhat

faster convergence than for non-
periodic training sequences.

• Sequence synchronization is trivial:
simply cyclically shift the con-
verged equalizer taps so that the
largest tap coefficient is in the
middle.

• Faster-than-real-time adaptation is
possible, using one period of the
stored received sequence.

• The periodicity property facilitates
equalizer tap computations using
fast Fourier transform techniques.

On the other hand, the converged tap
coefficients from periodic training have
to be further adapted slightly once ran-
dom data starts. Also, the necessity that
the number of equalizer taps equals the
training sequence period may introduce
undesirable constraints on transmitting
and receiving modems; for example,
when the modems are from different
manufacturers. 

BLIND EQUALIZER
ADAPTATION

Bob Lucky’s 1966 adaptive equalizer
algorithm was an example of “blind”
adaptation, since it used actual receiver
decisions rather than an initial sequence
of known training symbols. Yoichi Sato
of NEC Central Research Laboratories
generalized Lucky’s blind algorithm to
QAM and other modulated systems,

calling it a “self-recovering” adaptation
algorithm [27]. Blind equalizer adapta-
tion, without requiring explicit training
symbols, confers the advantage of lower
transmission overhead. It is also valu-
able in applications to multipoint net-
works and to other situations where the
insertion of training symbols after dis-
rupted transmission is not possible. A
pioneering paper by Dominique Godard
of IBM introduced the constant modu-
lus (CM) algorithm [28], which attempts
to minimize the MSE between a power
of the magnitude of the equalizer’s out-
put and a constant. The CM algorithm
is a relatively simple modification of the
LMS algorithm, does not make use of
training symbols or receiver decisions,
and applies to a variety of modulation
types, including multilevel ones. The
downside of the CM and other blind
adaptation algorithms is that they con-
verge much slower than algorithms that
start by using known training symbols.
Much research continues on blind adap-
tation algorithms to remedy this prob-
lem. A recent lookup of “blind
adaptation” on IEEE Xplore yielded
over 2000 hits.
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INTERFERENCE SUPPRESSION

Equation 2, representing ISI as a lin-
ear combination of interfering data
symbols at a particular time instant kT,
could also be a representation of inter-
ference from a different (co-channel
interfering) transmitter with the same
data symbol rate if the summation does
not exclude the index k. It should not
be surprising, then, that equalization
techniques can be used to suppress not
only ISI but also synchronous co-chan-
nel interference (CCI) in some circum-
stances. This was recognized by D. A.
Shnidman in a November 1967 BSTJ
paper that gave a generalized version
of the Nyquist criterion for the combi-
nation of ISI and CCI, and also gener-
alized Tufts’ 1965 paper on equalizer
optimization to the joint ISI/CCI prob-
lem. Later IEEE Transactions on Com-
munications papers by Kaye and
George at Carleton University in 1970
and Van Etten at Eindhoven Universi-
ty in 1975 applied this concept to LMS-
adaptive ISI and CCI suppression in
multichannel and diversity digital
transmission systems. Adaptive syn-
chronous CCI suppression has been
applied to far-end crosstalk suppres-
sion in multipair cables, and interfer-
ence suppression in code-division
multiple access (CDMA) and non-
CDMA cellular radio systems. 

Adaptive linear CCI suppression
can be augmented by adaptive cancel-
lation of interference from known or
estimated data symbols, analogous to
DFE. Applications are to echo cancel-
lation, near-end crosstalk suppression
in multipair cables, and iterative CCI
cancellation in radio systems. Interfer-
ence cancellation and suppression can
be advantageously combined with spa-
tial processing in multi-antenna sys-
tems. 

FREQUENCY DOMAIN
EQUALIZATION

Time domain equalization — the con-
volution processing of received signal
samples and symbol decisions by
transversal filters — was the primary
equalization paradigm from the 1960s
to the 1990s. Toward the end of that
period, with continuing data rate
increases over wired, radio, and other
transmission media, channel impulse
responses spanned more and more data
symbols. The number of equalizer tap
coefficient multiplications involved in
each data symbol decision grew accord-
ingly. Processing blocks of incoming sig-

nals in the frequency domain provides a
way of softening this tyranny of compu-
tational growth with data rate. The
essential step that made this possible
was provided by Steve Weinstein, Paul
Ebert, and Jack Salz at Bell Labs in
1969, who realized that the then recent-
ly developed fast Fourier transform
(FFT) could significantly reduce the
complexity involved in frequency
domain filtering of blocks of signal sam-
ples [29, 30]. Converting to the frequen-
cy domain by an FFT, frequency
domain filtering, and then converting
back to the time domain with an inverse
FFT requires a computational effort
roughly proportional to the logarithm
of the channel response length. Com-
pared to the linear growth in computa-
tional effort for time domain
equalization, this yields a significant
savings in signal processing complexity
and power consumption when channel
responses span hundreds of data sym-
bol intervals. 

Terry Walzman of Bell Labs and
Mischa Schwartz of Brooklyn Poly-
technic Institute applied FFT equal-
ization to received blocks of serially
transmitted data symbols interspersed
with sequences of zeroes so as to pre-
serve the cycl ic  property  of  FFTs
[31]. They also described a version of
LMS adaptation for the resulting fre-
quency domain equalizer. Earl Fer-
rara of Stanford University in 1980
and Gregory Clark of Lawrence Liv-
ermore Laboratory, Sanjit Mitra of
University of California Santa Bar-
bara and Sydney Parker of the Naval
Postgraduate School in 1981 showed
how frequency domain equalization
could be carried out and adapted,
without requiring the interspersing of
zeroes  or  cyc l ic  pref ixes  between
blocks, by use of “overlap-save” or
overlap-add” processing. The pro-
cessing is still on blocks of successive
received samples ,  but  success ive
blocks overlap. 

Interest in and applications of fre-
quency domain equalization for serial
or “single carrier” transmission has
been re-awakened in the last decade for
fourth-generation wireless systems.
FFT-based frequency domain process-
ing is also the basis for the current pop-
ularity of orthogonal frequency-division
multiplexing (OFDM) for broadband
wireless systems and discrete multitone
(DMT) systems for digital subscriber
loop systems. The history of OFDM
and its many contributors has been
recounted in the comprehensive
November 2009 history article in this
magazine by Steve Weinstein. 

EQUALIZATION OF
OTHER TYPES OF CHANNELS

EQUALIZING RADIO AND
UNDERWATER CHANNELS

In contrast to wire or fiber transmission
channels, whose time variations, if any,
are caused by things like temperature
changes, radio or underwater acoustic
channels may undergo relatively rapid
time variations due to movement of trans-
mitters or receivers in a field of reflectors
or scatterers, which may themselves be
moving. Nevertheless, many of the equal-
ization techniques pioneered for voice-
band telephone channels also helped in
subsequent rapid developments in equal-
ization of radio and underwater channels. 

Equalization techniques proved nec-
essary for military HF and tropospheric
scatter radio systems and for second and
later generation digital cellular radio sys-
tems. Interest in equalization for under-
water acoustic telemetry systems started
in the 1980s, as described in a January
1991 overview paper in the IEEE Journal
of Oceanic Engineering by John Proakis.
For HF radio channels the reflectors and
scatterers are ionospheric layer bound-
aries; for cellular radio channels at high-
er frequency bands, they are solid objects
in the environment; the reflectors and
scatterers in underwater systems are tem-
perature and salinity boundaries. The
presence of several strong reflected
received signal components can create
deep nulls in channel frequency respons-
es. For such channels, nonlinear equal-
ization such as DFE or MLSE, is
generally a must, as is the ability to adapt
rapidly to channel time variations. 

The effectiveness of DFE for fading
dispersive channels was demonstrated
by Peter Monsen [32]. Frank Hsu of
GTE Sylvania, with colleagues A. Gior-
dano, H. De Pedro and John Proakis of
Northeastern University, applied square
root versions of RLS adaptation algo-
rithms to equalization of rapidly fading
HF channels [33]. In the ensuing
decades, nonlinear and fast-adapting
RLS and other equalization techniques
have been applied to cellular radio and
other wireless channels. 

The ability of equalizer adaptation
algorithms to track and compensate for
time-varying channel impulse responses
depends on how rapid is the time varia-
tion relative to the data symbol rate,
and also on how many equalizer tap
coefficients are being adapted. The
larger the number of tap coefficients
the slower the equalizer can adapt and
track. A rough empirical measure of
adaptation ability is
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If this ratio is less than about 0.01, the
variation can be considered “slow,” and a
relatively simple LMS algorithm is prob-
ably adequate, with a careful choice of
the step size parameter. Higher values of
this ratio raise concerns about possible
performance degradations. For HF sys-
tems, typical fading bandwidths are up to
1 to 10 Hz, symbol rates about 2 kHz,
and the multipath structure calls for
something on the order of 10 to 20 taps;
thus, the worst case channel variation
can be described as “fast.” For the GSM
cellular system, with a 270 kHz symbol
rate and Doppler frequencies7 of up to
200 Hz, the channel variation can be
described as “borderline fast.” Interest-
ingly, these days, as multi-megabit per
second wireless systems are being devel-
oped, the channel time variation is “slow”
relative to the data rate. The time vari-
ability issue is much less critical than for
HF radio systems whose data rates are a
few kilobits per second. Advanced wire-
less systems use block frequency domain
transmission and reception techniques.
Channel estimation and adaptation can
take place on a block-by-block rather
than symbol-by-symbol timescale. 

EQUALIZATION OF
DIGITAL SUBSCRIBER LOOP CHANNELS

In 1980, at the end of the history window
spanned by this article, access systems
using digital transmission on twisted-pair
subscriber loops were just getting started,
with typical data rates of 64 to 144 kb/s,
which have since increased to the 10 to
100 Mb/s rates of today. Characteristics
of these channels calling for equalization
include attenuation that increases with
frequency and distance, bridged taps, wire
gauge transitions, and transformer cou-
pling that blocks DC. Impulse responses
typically have very long duration tails,
with bumps caused by the bridged taps.
DFE has typically been used, with for-
ward filters having relatively few taps, and
with feedback filters that were very long.
Later, asynchronous digital subscriber
line (ADSL) systems for consumer sub-
scriber line access used discrete multitone
transmission (DMT) — a version of

OFDM. John Cioffi provided a good
review of progress on equalization for
digital subscriber loops in a May 2011 his-
tory article in this magazine. 

EQUALIZATION OF
OPTICAL FIBER CHANNELS

As summarized in an overview paper by
K. Azadet et al. in the March 2002 IEEE
Journal on Solid State Circuits, optical
fiber transmission line impairments
include chromatic dispersion, differential
and polarization mode dispersions, and
birefringence effects, which can require
equalization on long lines. Due to data
rates of tens of gigabits per second,
equalizers for optical fibers are today
typically implemented with analog delay
lines and multipliers, controlled by digital
adaptation circuits. MLSE equalization
can be applied to noncoherent detection
of intensity-modulated fiber optic signals. 

MAGNETIC RECORDING EQUALIZERS
Digital magnetic recording and reading
heads, used in computer hard disks,
cause a differential filtering process on
bits during the reading process. In the
late 1960s, Hisashi Kobayashi of IBM
pointed out that this distortion is equiva-
lent to linear distortions which cause ISI
in digital communications systems. He
also suggested that feasible equalization
techniques, combined with the write/read
distortions, yielded the equivalent of a
partial response channel. As recounted
in his 2009 paper surveying the history
of equalization and coding for magnetic
recording, Kobayashi took a leave of
absence to work for a year at UCLA
with Andy Viterbi, and learned about
the Viterbi algorithm for convolutional
codes. He applied it to the detection
process for the partial response magnet-
ic recording channel, producing a special
case of MLSE, apparently independent
of Dave Forney, who was doing the same
thing at Codex, which eventually led to
Forney’s classic MLSE paper in 1972.
Since then, partial response maximum
likelihood (PRML) coding and detection
methods have been a mainstay in mag-
netic recording technology. 

POST-1980 IMPACTS OF
ADAPTIVE EQUALIZATION

ALGORITHMS AND
TECHNOLOGY

Equalizer research resulting in new algo-
rithms, refinements of old algorithms,
implementation innovations, and analysis
of equalization performance continues

apace. Advances in equalization algo-
rithms and theory have played a very
large role in the data rate increases
achieved in wireline and wireless modems
in recent decades. A search of IEEE
Xplore reveals over 1500 papers involving
equalization since the beginning of 2009.
The family of blind equalization algo-
rithms continues to flourish. The advent
of new generations of wireless access sys-
tems has spurred advances in equaliza-
tion coupled with spatial processing, for
diversity and interference rejection, as
well as for ISI suppression. This also has
application in the suppression of interfer-
ence in multipair cable systems. Turbo
equalization is realized as a practical solu-
tion to the problem of efficient reception
of coded signals from frequency selective
channels. Within all these research
threads, frequency domain equalization
continues to proliferate, and exploits syn-
ergy with corresponding research on
OFDM techniques. 
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