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INTRODUCTION

The period after World War II saw an
extraordinary development of activity in
the field of communication theory,
involving optimum reception and detec-
tion of signals in the presence of noise.
This work came directly out of work
done during the war on radar and con-
trol systems. Yet the radar work itself
was an outgrowth of work beginning
circa 1920 on improving the perfor-
mance of communication systems in the
presence of noise. We have previously
reported on work carried out in this
area during the 1920s in both radio
(wireless) communications and wired
telephony [1]. In this column we focus
on work done in the 1930s and early
1940s, which both enlarged on and saw
considerable strides ahead in these ear-
lier studies involving noise in communi-
cation systems. We do this by
presenting developments during this
period of time in four interrelated and
roughly chronological areas:

* Work on FM and pulse code mod-
ulation (PCM) showing, for the
first time, that noise could be
reduced by purposefully increasing
the bandwidth (now known as the
noise-bandwidth trade-off)

* Studies attempting to understand
the statistical properties of noise,
leading to its now well-known
Gaussian amplitude characteristic

* Studies on means of reducing noise
internal to receiving systems by
introduction of the “noise figure”
concept

* Recognition that “matched filter-
ing” provided optimum signal
detection in noise
Armstrong’s path-breaking work on

low-noise wideband FM in the early

1930s, which first demonstrated the
noise-bandwidth trade-off, has already

been described in these pages [2].

Hence we begin, in the next section,

with Alec Reeves’ invention, in1937, of

pulse code modulation (PCM), which
again provided a noise-bandwidth trade-
off. Armstrong’s system was successfully
demonstrated and its noise-reduction
properties confirmed soon after the sys-
tem was announced. Reeves’ invention
was not implemented until years later,
however, during the 1960s, when the
technology had advanced enough to
make its commercialization feasible.
Communication engineers working on
improving the noise performance of com-
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munication systems had, until the late
1930s, used the ratio of average signal
power to average noise power, or signal-
to-noise ratio (SNR), as a measure of sys-
tem noise performance. The period of
the late 1930s to early 1940s saw a need
to introduce statistical concepts as well in
improving system performance. The nor-
mal or Gaussian distribution had been
used for years by mathematicians and
physicists in studying the statistical prop-
erties of various physical phenomena, but
it was not until a paper was published in
1941, in the Proceedings of the IRE, that
most communication engineers first
became aware that noise statistics had a
Gaussian distribution, and that this phe-
nomenon could be applied to the study of
noise in communication systems. We dis-
cuss this paper and experiments per-
formed on noise prior to its publication
in the section covering the period of the
late 1930s to early 1940s. The section fol-
lowing that, on the early 1940s, provides a
summary of work carried on in both the
United States and Europe to provide a
better and consistent measure of the
noise introduced internally in a communi-
cation system, as well as the noise intro-
duced externally, at the input to a
communications receiver. This work led
to the introduction of the noise figure con-
cept. This work was further solidified by
engineers and physicists working on radar
signal detection studies all through World
War II. We conclude this paper by
describing the history of the “matched fil-
ter” concept, a technique designed to
optimize the detection of signals in noise.
A rudimentary form of this concept
appears in a 1925 paper by John Carson
of AT&T [1]. It was not until the period
of World War II, roughly 20 years later,
with an imperative need in radar to detect
small signals in noise, that workers at a
number of facilities engaged in the war
effort almost simultaneously worked out
this concept analytically and verified it
experimentally. This work led directly to
the amazing growth of communication
theory and related fields after World War
II noted at the beginning of this paper.

1930s: NOISE-BANDWIDTH
TRADE-OFF

Two inventions in the 1930s changed
the study of the impact of noise on sys-
tem performance dramatically. These
were, first, Armstrong’s invention of
wide-deviation (wideband) FM in 1933,

and then, afterward, Reeves’ indepen-
dent invention in 1937 of (wideband)
PCM. Armstrong’s recognition that
purposely widening the bandwidth of
the FM transmission signal, by increas-
ing the frequency deviation, resulted in
a reduction in noise at the communica-
tion receiver output was a major
achievement. Within 10 years of Arm-
strong’s invention, with the PCM inven-
tion coming soon after, it began to be
understood by the telecommunications
community that both of these systems
were in a class of communication sys-
tems for which one could trade off
increased bandwidth for reduced noise
or improved SNR. The invention of
wideband FM, in particular, resulted in
a flock of technical papers attempting
to explain the noise improvement
obtained, leading in turn to an
increased understanding of the model-
ing of fluctuation noise in communica-
tion systems. As noted above,
Armstrong’s invention has already been
described in these pages [2]. Hence, we
focus here on Reeves’ achievement.

Alex H. Reeves, a British engineer
working for Standard Telecommunica-
tions Laboratories of the International
Telephone and Telegraph Corporation,
invented PCM in May 1937 while based
in the Paris Laboratories of ITT. In PCM
analog signals are converted to digital
signals by first sampling the analog sig-
nals at a regular (periodic) rate, then
“quantizing” each signal sample to the
closest one of a set of discrete numbers
or signal levels. The effect of the quanti-
zation procedure at a receiving system is
to make the signal appear as if it had
been received in a type of noise called
“quantization noise.” By choosing the set
of discrete signal levels large enough, the
quantization noise may be reduced to
any tolerable level. The representation in
digital format allows conversion of each
digital number to its binary equivalent.
Binary numbers, in turn, are much more
easily recognized in the presence of fluc-
tuation noise, resulting in an improve-
ment in the detectability of the signal, a
trait Reeves specifically drew on from his
knowledge of telegraphy. But the conver-
sion of each digital signal sample to its
binary form reduces the time to transmit
each signal, increasing the bandwidth
required for transmission. There is thus
the trade-off noted above, just as was the
case with wide-deviation FM [2], between
improving the signal-to-noise ratio and
increasing the bandwidth.
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Reeves filed three very similar
patent applications on his invention:
one in France in 1938, granted as patent
852,185, October 3, 1938; another in
Britain, filed and granted in 1939; and a
third, filed in the United States Nov.
22, 1939, and granted February 3, 1942,
as U.S. patent 2,272,070. The U.S.
patent has as its title “Electric Signaling
System,” and its first words indicate the
invention is designed to reduce noise:
“The present invention relates to elec-
tric signaling systems, and more partic-
ularly to systems designed to transmit
complex wave forms, for example,
speech, which are practically free from
any background noise. The main object
of the invention is to provide electrical
signaling systems which practically have
no background noise... “ [Emphasis
added]. He was well aware of the noise
improvement-bandwidth trade-off, stat-
ing, further on in the patent, “The
arrangements proposed necessitate a
slight increase of the width of the trans-
mission frequency band.” (The word
slight may be somewhat of an underes-
timate, since the bandwidth required
for transmission depends on the num-
ber of binary pulses or bits required to
represent the digital signal, but the
important point is that he recognized
the necessary increase in bandwidth.)
He then goes on to describe the analog-
to-digital conversion process, requiring
sampling of the signal “at predeter-
mined instants,” with the signal ampli-
tude range “divided into a finite number
of predetermined amplitude values
according to the fidelity required.”

Writing about his invention many
years later, in an unpublished 1964
paper [3], Reeves states “In 1937 I real-
ized... that it [PCM] could be the most
powerful tool so far against interference
on speech — especially on long routes
with many regenerative repeaters, as
these devices could easily be designed
and spaced in such a way as to make
the noise nearly non-cumulative.” (Note
that this latter comment by Reeves pro-
vides another, very important, advan-
tage of PCM over straight transmission
of analog signals such as speech.) He
also notes, in this paper, that PCM “is a
good example of an invention that came
too early... When PCM was patented in
1938 [French patent] and in 1942 [U.S.
patent], I knew that no tools then exist-
ed that could make it economic for gen-
eral civilian use. It is only in the last
few years in this semi-conductor age
that its commercial value has begun to
be felt.” This last sentence refers specif-
ically to work begun by AT&T Bell Lab-
oratories during World War II, and
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completed successfully in the early
1960s, in commercializing PCM. Refer-
ring to the effect of signal quantization,
he notes in the same paper, “The quan-
tizing noise was foreseen... “ So Reeves
knew at the outset the basic attributes
of his invention: the ability of PCM to
provide reduction in fluctuation noise
added during transmission with an
accompanying increase in transmission
bandwidth, the consequent introduction
of quantization noise, and the need to
choose sufficient discrete signal levels
to keep the quantization noise low
enough and the clarity of the received
signal good enough to satisfy the users
for whom the transmission is intended.
Further detailed discussion of the
process of the invention by Reeves of
PCM appears in the 1969 book by K.-W.
Cattermole, Principles of Pulse Code
Modulation [4], and is based on private
discussions Prof. Cattermole had had
with Reeves. In the book, Cattermole
states that Reeves invented PCM in
May 1937 as “ a conscious attempt to
realize, in the transmission of continu-
ous signals, the noise-immunity charac-
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teristic of the telegraph.” Cattermole is
here referring to the fact that simple
discrete signals, as exemplified at the
time by telegraph signals, are more
immune to noise than analog signals.
ITT engineers in Paris, Reeves among
them, had been studying the use of
pulse methods over microwave trans-
mission systems. Bandwidth was no
problem in this case, but noise and dis-
tortion were more severe than over
cable, commonly used for communica-
tion at the time. Sampling and time-
division telephony were known
empirically; telegraphy was well under-
stood both in theory and in practice.
The use of pulse time modulation
(PTM) was first investigated. In this
technique the amplitude of an analog
signal is converted to variations in time
of a sequence of signal pulses. Catter-
mole relates that Reeves told him that
he had come up with the PCM inven-
tion by combining “two of his earlier
concepts: PTM and a time scale defined
by binary counters... [Reeves] recog-
nized PTM as being completely digi-
tal... [but] impairment would be
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cumulative ... with many repeaters.
However, if the time position were spec-
ified in some numerical way, the signal
would be truly digital like a telegraph.”
[4, pp- 21, 22] Reeves then apparently
thought up the idea of converting from
a digital time scale to one in amplitude,
and the concept of PCM was born!

LATE 1930S—EARLY 1940s:
STATISTICAL REPRESENTATION
OF NOISE

The work on improving the noise perfor-
mance of communication systems in the
period prior to the late 1930s focused on
maximizing the SNR, defined in terms of
mean signal and mean noise powers.
Interestingly, however, the communica-
tion literature throughout much of this
time had nothing to say about the statis-
tical characterization of noise. It is now
routinely accepted throughout the com-
munications literature, as well as in the
design of communication systems, that
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(Continued from page 20)

fluctuation noise has a Gaussian or nor-
mal probability amplitude distribution.
Yet it was not until the publication of a
paper by V. D. Landon of RCA in 1941
that the Gaussian representation of noise
first appeared in the technical communi-
cations literature [5]. This seems some-
what surprising, considering that the
normal distribution itself was well known
and had been shown over the years, by
many mathematicians and physicists, to
arise from the “law of large numbers” or
the Central Limit Theorem in a host of
applications. Physicists and mathemati-
cians, including preeminent figures such
as Einstein and Laue, were well aware of
the Gaussian distribution arising in many
physical processes and used it in their
analyses, but its application by engineers
to the modeling of fluctuation noise, as
noted above, took much longer.!

Telecommunication engineers at the
time were interested in statistics beyond
those of the second moment incorpo-
rated in the signal and noise mean pow-
ers. In particular, experimental studies
were made by a number of engineers at
various laboratories on the now obvi-
ously incorrect concept of the “crest
factor” of noise, the ratio of the “high-
est peak value” [sic] of the noise to its
root mean squared (rms) value, coming
up with different measured values of
this quantity [7, 8]. V. D. Landon him-
self is the author of a 1936 paper on the
measurement of the crest factor in
which he notes that measured values of
this quantity by different investigators
differ substantially [7]. It was not until
five years later, in 1941, as noted above,
that he finally came up with the Gaus-
sian characterization of noise [5].

The summary to this paper begins as
follows: “The purpose of this paper is to
show that fluctuation noise has a statis-
tical distribution of amplitude versus
time which follows the normal error-
curve [i.e., normal distribution].” Lan-
don goes on to note that “the term ‘crest
factor’... would seem to be a miscon-
ception.” In his analysis Landon points
out that the Law of Large Numbers
applies in the case of fluctuation noise,
stating “The foregoing paragraphs prove
that the summation of a large number

1'S. O. Rice, of Bell Labs, in a classic
19441945 paper on noise [6], provides the
only reference to work done by an engineer prior
to 1941 on the normal distribution, in noting
that Harry Nyquist, in unpublished work done
at Bell Telephone Laboratories, had derived the
normal distribution from the shot effect in 1932.
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of small sinusoidal components [i.e., the
model for noise] follow the normal-
error law... “ Later in the paper he sum-
marizes his result, stating, “if the noise
is primarily of the type called fluctua-
tion noise or hiss then the normal-error
law does apply.” The normal-law or
Gaussian nature of noise described in
this paper was initially challenged. A
brief follow-up paper by K. A. Norton
in the September 1942 issue of the Pro-
ceedings of the IRE, as part of a discus-
sion interchange [9], contested these
results! It turned out that Norton, rely-
ing on an 1880 result by Lord Rayleigh,
had mistakenly thought the Rayleigh
distribution, rather than the Gaussian
distribution, should apply to noise. Lan-
don, correctly answering Norton, point-
ed out that Norton had confused the
instantaneous amplitude of the noise
with its envelope, the latter giving rise
to the Rayleigh distribution. (Norton, in
concluding the interchange, did concede
the validity of some of Landon’s results,
although rather lamely, if this writer
may be allowed to editorialize, since he
insisted on noting some “errors” occur-
ring in Landon’s work.)

That the normal or Gaussian distri-
bution for fluctuation noise was quickly
accepted as valid is shown in a 1943
paper [10] in which the author provides
an alternative thermodynamic (statisti-
cal mechanical) derivation of the distri-
bution. He also references Einstein’s
earlier 1910 work in this field. Suffice it
to say that the normal distribution of
fluctuation noise, first enunciated for
engineers by V. D. Landon in 1941, has
played and continues to play a very sig-
nificant role in determining the noise
performance and even optimization of a
multitude of communication systems.

EARLY 1940s:
THE NoOISE FIGURE CONCEPT

By the late 1930s, with communication
engineers now well aware of the funda-
mental significance of fluctuation noise
in limiting the performance of commu-
nication systems, efforts arose to try to
reduce its impact. Much of this work,
aside from the measurements of “crest
factor” referenced in the previous sec-
tion, dealt with maximizing the ratio of
average signal power to average noise
power, S/N, or, equivalently, minimizing
the average noise power appearing at a
communication receiver output. The
S/N as a fundamental measure of system
performance had already been used by
communication engineers in the 1920s
[1]. They recognized as well that there

were two components to the noise: noise
entering the communication system (i.e.,
the front end of the system) and noise
added in the system itself. This idea of
reducing internal noise added during
the necessary signal processing and
transmission through a communication
receiver was finally generalized and
applied to maximizing the output SNR
in the early 1940s by the introduction of
the concept of the noise figure, also fre-
quently referred to as noise factor.

Most authors in the communications
literature attribute the origination of the
use of the term noise figure to H. T.
Friis of Bell Telephone Laboratory, who
introduced this concept in a paper in
1944 [11]. Friis defines the noise figure
F of a network to be “the ratio of the
available signal-to-noise ratio at the sig-
nal-generator terminals [at the network
input] to the available signal-to-noise
ratio at [the network] output terminals.”
All the terms listed are defined in terms
of their power. The expression “available
power” refers to the maximum power
that can be delivered, measured at
either the input to an electrical network
or its output, as the case may be. Let-
ting the symbol o refer to the network
output and s to the input (“source”) we
have, using Friis’ definition,

F = SyNy/S,/N,,.

Here S; and S, are the available sig-
nal powers at the input and output of
the network in question, respectively,
with Ny and N, being the respective noise
powers at the same two points. The term
S,/S, is often called the available signal
gain G of the network. We assume here
that this “gain” is greater than 1, that is,
that the network in question amplifies
the signal, rather than attenuating it.
The expression above for the noise fig-
ure may thus be rewritten as

F = N,/GN,.

Rearranging terms in this expression, it
is apparent that the available noise
power N, at the network output is given
by the expression

N, = FGN,, F = 1.

Here, as noted above, G is the avail-
able signal power gain, the ratio of the
available signal power at the network
output to the available signal power at
its output, assumed greater than 1, and
Nj is the available noise power at the
input to the network. This expression
shows that the output noise is due to
the amplification of the input noise (the
gain factor G), plus an added factor

(Continued on page 24)
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(Continued from page 22)

due to noise introduced within the net-
work itself, as indicated by the noise
figure F. A noiseless network, one intro-
ducing no additional noise, would have
a noise figure F = 1. The excess noise
introduced by the network is thus given
by N, - GN; = (F — 1) GN;. The closer
the noise figure is to 1, its smallest
value, with the gain greater than 1, the
better the network. This concept of the
noise figure, showing how much noise
was added by a network through which
a signal plus its accompanying noise
were transmitted, enabled rapid evalua-
tion, even minimum noise operation, of
networks to be made.

Although Friis is usually given credit
for originating and formalizing the term
noise figure, a number of other investi-
gators had been developing related con-
cepts at about the same time, and even
earlier. In fact, in his paper Friis refer-
ences earlier work of 1942 by D. O.
North [12] involving the sensitivity of
networks to noise, introducing a term
related to noise figure North had called
“noise factor.” A vigorous exchange
between the two ensued [13], with Friis
finally noting that there was no substan-
tial difference between the two
approaches.

This exchange between North and
Friis indicates that the problem of
reducing noise or, equivalently, improv-
ing the SNR at the output of communi-
cation receivers, first introduced in the
1920s, had taken on increased urgency
by this period of the early 1940s. Inves-
tigators other than North and Friis had
been coping with methods of better
characterizing the different sources of
noise in receivers in an attempt to
improve the receiver SNR. Among
these workers were E. W. Herold, a
colleague of North at RCA, who, in a
companion paper to North’s 1942
paper, reported on an “analysis of the
effect of various sources of noise on the
signal-to-noise ratio of radio
receivers...” [14]. D. K. C. MacDonald,
then an instructor at a British military
school, published a brief paper in 1944
on the noise figure concept [15]. He
begins the paper by stating “There are
known to the writer two definitions of
noise figure (or factor of merit as
regards signal to noise performance),”
one of which he claims is “more funda-
mental,” but both leading to the same
result. The “fundamental” definition of
noise figure turns out to be the same as
that adopted by Friis, leading, of course,
to the same results as Friis. There is,
however, no reference at all to Friis’s
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work or publication of the same year!
In fact, MacDonald’s only reference is
to the paper by Herold [14] referenced
above. It is thus not clear what Mac-
Donald means by the words “There is
known to the author...” cited above.
Was this his own definition and subse-
quent analysis, or was he referring to
Friis’ and possibly other investigators’
work, without explicitly acknowledging
them? His reference to Herold’s paper
meant that he must have been aware of
D. O. North’s paper, cited above, as
well, since it was a companion paper to
that of Herold.

Additional papers along similar
lines, but appearing in the German
technical literature of 1939 to 1942,
were cited by a Dutch engineer, M. J.
O. Strutt, some years later in a1946
Proceedings of the IRE paper [16].
Strutt includes MacDonald’s paper
among a number of references on the
definition of noise figure, but simply
says he, Strutt, will “make use of [the
one]| proposed” by Friis. He offers no
indication as to the similarity of the two
measures of noise figure. He does indi-
cate, however, that the noise figure
measure introduced by Friis is closely
related to a measure proposed and used
earlier by two German engineers, K.
Franz and W. Kleen, whose papers are
referenced by Strutt, as noted above. In
particular, one paper by Franz is cited
by Strutt as having appeared in 1939,
well before the papers of Friis and
North.

Some comments are in order here.
We note, first, that the period under
discussion here, 1939-1945, was the
period of World War II. Communica-
tion among engineers of different
nations, even between allies such as the
United States and Britain, was difficult,
if at all possible. Engineers of the allied
nations had presumably little knowl-
edge of the engineering work and liter-
ature at the time in Germany, and vice
versa. This may account for the lack of
cross-referencing noted above. A sec-
ond point to be noted is that almost all
of the papers cited on noise figure and
optimization of SNR referred specifi-
cally to operation at short-wave radio
frequencies and above. This movement
into the higher frequencies was influ-
enced heavily by the advent of World
War II and a specific focus on radar
systems operating at much higher fre-
quencies than had hitherto been the
case. This point is emphasized in a brief
paper by Matthew T. Lebenbaum
appearing years later on the history of
receiver noise measurement [17]. In dis-
cussing the history of the concept of

noise figure/noise factor, Lebenbaum
makes the point “But it was not until
1942 that there was sufficient usage of
the ‘short-wave’ bands that it became
imperative that some standardization of
terms be accomplished, and that we
should decide what it was we were try-
ing to measure.” He notes that this
movement into the short-wave bands
was influenced heavily by World War
II, with the need to develop high-fre-
quency radars capable of searching for,
and detecting, enemy aircraft playing
the key role in this move to higher fre-
quencies. (Transmission wavelengths at
the higher frequencies become much
smaller, with focusing antennas many
wavelengths in diameter thereby becom-
ing practical and economical to design,
build, and deploy.) Radio transmission
engineers at this period of time quickly
realized the need to control receiver
“absolute sensitivity,” this quantity at
the ultra-high frequency (UHF) band
and microwave band, still higher in fre-
quency, being principally determined by
the first receiver stages rather than by
man-made noise or “atmospherics.”
(Radio engineers in the 1920s, dealing
with frequencies below that of short
wave, tended to be either unaware of,
or not concerned with, fluctuation
noise, i.e., thermal and shot noise [1].
They were concerned principally with
atmospherics or static due to the Sun
and other natural processes.) In partic-
ular, radar engineers, designing radars
to operate at a fixed frequency, and
particularly interested in detecting air-
craft targets as far away as possible,
were very concerned about being able
to accurately detect very small signals in
the presence of noise. It was therefore
imperative to reduce internally generat-
ed receiver noise as much as possible.
The concept of noise figure and its use
in maximizing the receiver output SNR,
which determined the detectability of a
particular radar target, thus played sig-

nificant roles in radar receiver design.
That a focus on noise and its influ-
ence on radar system performance
played a key role in radar design and
development during World War II is
documented by papers and books pub-
lished by participants in radar activities
during that time. In particular, a num-
ber of volumes in the Radiation Labo-
ratory series, a series of books published
at the end of the war documenting the
work on radar development at the MIT
Radiation Laboratory during World
War II, provide a vivid record of the
specific work on radar receiver noise
reduction carried out by engineers and
(Continued on page 26)

24

IEEE Communications Magazine * May 2010



(Continued from page 24)

physicists working there during that
period of time. These books incorpo-
rate references to the papers on noise
figure noted above, as well as describ-
ing work on that subject and related
topics carried out at the Radiation Lab-
oratory itself. These volumes collective-
ly document related work carried on as
well in many other organizations,
including, in the United States, Bell
Labs, RCA (both organizations already
mentioned), Sperry Gyroscope Compa-
ny, and the Harvard Radio Research
Laboratory.

This work on noise reduction tech-
niques carried out at radar research
and development laboratories world-
wide was only a portion of the work
done on signal and noise differentiation
procedures. The urgent need to
improve the detection of the pulsed
radar signals in the presence of noise,
and the recognition that this detection
process was inherently statistical in
nature, led radar engineers to incorpo-
rate and extend statistical optimization
techniques well known to statisticians in
the design of the radar systems. These
new signal detection procedures in turn
fed back on the statistical literature,
leading to very significant advances in
the field of statistics as well. This work
also led to advances in the understand-
ing of the noise processes underlying
the problem of detecting signals in
noise. The classic paper by S. O. Rice
on noise processes referenced earlier
[6] incorporates both the new work on
noise processes and the older work car-
ried out years before. Even more impor-
tant, the work on radar led to the
development, and subsequent flowering
after the war, of a completely new field
of communications called statistical
communication theory. It played an
important role in the development of
improved communication systems both
during the war and shortly afterward.
Textbooks began to be written shortly
after the war based on these new statis-
tical approaches to the design of com-
munication systems. The field of
telecommunications, in general, was lit-
erally revolutionized by these develop-
ments made during World War II.

We do not go beyond the period of
the early 1940s in this column. We leave
out related work carried out in the
design of control systems during the
period of World War II (see, e.g., [18]).
We leave out as well significant work in
the Soviet Union and elsewhere carried
out during the period of World War II
on optimum signal detection in the

HISTORY OF COMMUNICATIONS

presence of noise (see, e.g., [19]).
Instead, we conclude this column by
returning, in the next and final section,
to a concept first noted by John Carson
in his early work of the 1920s on
improving the noise performance of
communication systems. This is the
concept of the matched filter, discovered
independently, as we shall see, by a
number of investigators in different
radar laboratories during World War II.

1940s: THE MATCHED FILTER
CONCEPT

It was noted in the introduction to this
column that John Carson of Bell Labs
had, in the 1920s, come up with the
concept of “matched filtering.” It was
not until the period of World War II,
roughly 20 years later, with an emphasis
on the development of radar systems
and a consequent imperative need to
detect small-amplitude pulse signals in
the presence of noise, as noted in the
previous section, that matched filter
design was shown to be an optimum
way of detecting signals in the presence
of noise. Carson was thus quite pre-
scient for his time.

The term “matched filter” refers to
the fact that the optimum receiver filter
frequency characteristic, in the sense of
maximizing the SNR at the receiver
output, should be one that is “matched”
to the frequency spectrum of the signal
pulse to be detected. What this basical-
ly means is that the filter characteristic
should be emphasized in frequency
ranges where the pulse signal energy is
high compared to the noise energy, and
de-emphasized in ranges where the
noise energy dominates. The most com-
mon case occurs where the noise energy
is equally distributed over all frequen-
cies. Noise of this type is referred to as
“white noise.” In this case, with the sig-
nal pulse frequency spectrum written as
S(w), with o the frequency in units of
radians per second, the best filter char-
acteristic H(w) for maximizing SNR is
found to be given by

H(w) = KS*(),

the * meaning complex conjugate and K
a constant. The filter is then said to be
“matched” to the signal pulse frequency
characteristic. Where the noise spec-
trum is not white, a term involving the
square root of the noise spectrum
appears in the denominator of this
equation, further enhancing the filter
characteristic at frequencies where the
noise spectrum is small, or de-empha-
sizing the filter effect where the noise

spectrum is large. (Signal and filter fre-
quency characteristics are commonly
written in terms of complex numbers. If
the characteristics may be written as
real numbers, the * symbol disappears.)
A practical approximation to this opti-
mum filter characteristic turns out to be
a filter whose bandwidth is approxi-
mately the reciprocal of the pulse width.
Thus, letting B be the filter bandwidth
in Hertz, the filter bandwidth that maxi-
mizes the SNR is simply

B=1T

with T the width of the pulse. As an
example, if the signal pulse width is 1 s,
the optimum bandwidth is 1 MHz. It
turns out that the critical design of the fil-
ter is related to incorporating this band-
width requirement. The exact form of the
“matching” filter is of secondary impor-
tance in maximizing the receiver SNR.

A corollary to this result shows that
the “detectability” of a pulsed signal,
defined as the ability, with some proba-
bility of being correct, to detect the sig-
nal in the presence of noise, assuming
the use of a matched filter, depends
solely on the energy of the signal: this is
independent of the specific pulse shape,
be it narrow with a high peak value or
wide with a smaller peak value. (This
result is so commonly known in modern
communication systems that it has, for
years, been textbook material.) George
Turin, in a comprehensive 1960 paper,
summarized the properties of the
matched filter and its applications in
many areas of communication theory
post-World War I [20]. In this section
we focus on the early development of
the matched filter concept during World
War 11, as its applicability arose in the
development of radar signal detection in
the presence of noise. (Turin does
include a reference to two of the papers
and reports cited below.) As is often the
case in science and engineering, a num-
ber of investigators working on radar in
a variety of government laboratories and
development organizations during this
period came up with these results inde-
pendently and at about the same time.
(Recall, from the previous section, a
similar situation occurring with the intro-
duction of the noise figure concept.)

We begin with Andrew V. Haeff of
the Naval Research Laboratory (NRL)
in Washington, DC, who, while carrying
out experimental studies with human
observers of radar signal detection
beginning in early 1942, found that a
signal pulse in the presence of noise was
detectable if the inverse bandwidth-
pulse width condition B = 1/T noted

(Continued on page 28)
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above was met, with the detectability
then depending solely on the signal
energy, also as noted above [21].2 This
work was followed by, and utilized in,
the work of Kenneth A. Norton of the
U.S. National Bureau of Standards
(NBS) and Arthur C. Omberg of Bendix
Corporation who published a classified
report in February 1943 [22] on a study
carried out of the maximum range of a
radar system. (This is the same Norton
who was involved with the exchange
over the use of the Gaussian distribu-
tion for noise noted earlier.) They found
the maximum range depended on a
quantity called the visibility factor,
defined as the ratio of minimum signal
pulse energy to the receiver fluctuation
noise energy, as referred to the input
circuit of the receiver, required to detect
a signal, minimum signal referring to a
“barely visible pulse.” The visibility fac-
tor is thus essentially the SNR we have
introduced a number of times, except
that it refers specifically to an energy
rather than power ratio. They then went
on to show, using an empirical formula
for the minimum signal peak power
derived from the results of Haeff’s work,
that in maximizing the visibility factor,
there exists an optimum receiver band-
width, exactly the term quantity 1/7, T
the signal pulse width, as indicated
above. Investigators at the MIT Radia-
tion Laboratory doing extensive work on
radar signal detection in the presence of
noise also recognized the inverse time-
bandwidth relationship required to get
optimum signal detection in noise [23].3
These various groups of investigators
came up with the inverse bandwidth-sig-
nal pulse-width relationship required for
optimum signal pulse detectability. It
appears to be D. O. North of RCA,
however, whom we encountered in the
previous section on noise figure, who
was among the first to demonstrate the
full matched filter result expressed in
the equation above, as part of a theoret-
ical analysis of pulsed signal detection in
noise. His work, appearing in a 1943

2 In the 1946 declassified journal version of
Haeff’s paper, the noise energy is written in
terms of the noise figure, with reference made to
some of the papers discussed here in the section
on noise figure.

3 Section 8-6 of [23] describes a number of
experiments carried out at the MIT Radiation
Laboratory that showed the best SNR was
obtained with BT = 1, but no indication is
given as to the year in which these were done.
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classified RCA report and reprinted 20
years later in the Proceedings of the IRE
[24], was done at about the same time
as the work just cited.* In addition to
his analysis leading to matched filtering,
North, in his paper, includes such topics
as signal detection improvement through
appropriate summation (integration) of
successive signal pulses received in
noise, the optimum detector law for
radio signals, pre- vs. post-detector inte-
gration, and a discussion of “envelope
detection” in pulse-carrier systems.
Under this last item, he derives the now
well-known Rician distribution for the
envelope of a pulsed signal plus Gaus-
sian noise implicitly noted in the
exchange over the Gaussian distribution
for noise described earlier in the section
on the statistical representation of noise
and referenced in [9].

To quote the introduction to the
North report and paper, the “Object of
[the paper] is to formulate the smallest
signal discernible through background
noise in terms of the pulse energy, the
receiver design, and the choice of inte-
grating and indicating means.” After
deriving the matched filter result in a
section of his paper, he goes on to show
that for a practical filter the optimum
bandwidth, again in the sense of maxi-
mizing the SNR, is close to 1/7, just the
bandwidth result we quoted above. (It
is to be noted that a postscript to the
paper references Haeff’s NRL report
[21], “just received [which provides]
close functional agreement” with the
theoretical analysis of the paper.)

In addition to North, J. H. Van
Vleck and David Middleton, working at
the Harvard Radio Radiation Laborato-
ry, independently proved at about the
same time as North that the matched
filter maximized an SNR [25]. Their
technique of proof was somewhat differ-
ent than that of North, their choice of
SNR being somewhat different as well:
They were dealing with the visual detec-
tion of pulsed signals, those appearing
on a radar screen. Implicit in this detec-
tion was the effective “integration” or
summing of multiple received signals
due to successive repetitions of a pulsed
transmitted signal common in the radar
systems whose performance in noise
they were engaged in studying. Their
choice of SNR, based on a model of the

4 Norbert Wiener had, in his 1942 report cited
earlier [18], obtained the matched filter result
for the special case of small SNR. He did not
explicitly use the phrase “matched filter,” simply
stating the “best” filter as one that has the signal
characteristic itself.

human visual detection process, used as
the signal term in the numerator the dif-
ference (“excess”) between the average
amplitude on the screen at the time at
which the signal plus noise had its
largest value and the average amplitude
in the absence of signal (i.e., due to
noise only). The noise term in the
denominator was the rms value of the
noise alone. As an example, they show
that for a Gaussian (bell)-shaped pulse,
the matched filter frequency characteris-
tic is similarly Gaussian-shaped. The
product BT of pulse width times band-
width is then precisely 1, the expression
noted above. In this case B and T are
each defined as the rms deviation about
the corresponding peak value.

CONCLUSION

We have briefly described in this column
the development of an understanding of
the impact of noise on communication
system performance during the 1930s
and early 1940s. This followed on earlier
work in the 1920s [1]. We described the
invention of wideband FM and PCM as
being quite pivotal in showing how the
proper design of communication systems
could lead to a considerable decrease in
the impact of noise. In these two cases
engineers became aware of the concept
that purposely increasing bandwidth
could, with certain designs, result in a
considerable reduction of noise.

We follow the discussion of PCM
with a brief description of the realiza-
tion by engineers that noise statistics
obeyed the well-known Gaussian or
bell-shaped distribution. This was then
followed by a discussion of the increas-
ing need to establish a definition for the
effect of noise on systems, leading to
the introduction of the concept of the
noise figure. This concept immediately
focused attention on the first stages of
communication systems and the need to
reduce the noise introduced there as
much as possible. It served to quantita-
tively allow the impact of noise intro-
duced in stages following to be
determined. We conclude this history by
summarizing the work in the early 1940s
by a number of investigators coming up
with the concept of a matched filter to
provide the “best” detection of a pulsed
signal in noise. This work arose out of
the exigencies of developing radar
detection schemes during World War II.

We have left out much important
work done by various laboratories
worldwide on other aspects of the
understanding of the properties of noise
and its impact on communication sys-

(Continued on page 30)
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tems. Most important, we have not
traced, in this brief presentation, the
effect of system nonlinearities on the
reception of communication signals in
noise. Some of this work during the
1930s is cited in the work by S. O. Rice
referenced earlier [6], as well as in many
books on communication theory written
in the post-World War II period.

As is often the case in both science
and engineering, progress can be hesitant
and sometimes, seen in retrospect,
painfully slow. We note that all through
the 1920s, radio engineers paid little
attention to fluctuation noise and focused
on static or atmospherics [1]. During the
same period the validity of the concept
of noise spectral density (variation of
noise power with frequency) was at first
challenged by some workers in the field
[1]. In the period under discussion in this
article, it took time to conclude that
noise statistics did not have a so-called
crest factor and did obey the Gaussian
distribution. The noise figure concept
was, in retrospect, late in being incorpo-

rated in communication systems design.
But there was progress in the under-
standing of noise and its quantitative
effect on communications systems, and
clearly, the development of radar systems
during World War II expedited the
understanding of the impact of noise on
communication systems immeasurably.
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